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#### Abstract

In this note, we present an approach for developing patient-specific 3D models of portal veins to provide geometric boundary conditions for computational fluid dynamics (CFD) simulations of the blood flow inside portal veins. The study is based on MRI liver images of individual patients to which we apply image registration and segmentation techniques and inlet and outlet velocity profiles acquired using PC-MRI in the same imaging session. The portal vein and its connected veins are then extracted and visualized in 3D as surfaces. Image registration is performed to align shifted images between each breath-hold when the MRI images are acquired. The image segmentation method first labels each voxel in the 3D volume of interest by using a Bayesian probability approach, and then isolates the portal veins via active surfaces initialized inside the vessel. The method was tested with two healthy volunteers. In both cases, the main portal vein and its connected veins were successfully modeled and visualized.
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## I. Introduction

Imaging-based computational fluid dynamics (CFD) blood flow simulations have been used to analyze the flow pattern inside important vessels such as the aorta, carotid arteries and coronary arteries; see [1], [2] and the references therein. Patient-specific models can be built in 3D using images provided by computed tomography (CT) or magnetic resonance imaging (MRI), and detailed flow features such as the velocity profiles and wall shear stress distributions have revealed interesting relationships between the flow pattern and disease formation in these vessels. However, such techniques have yet to be applied to the portal vein.

Portal hypertension (PH) is a possible complication of cirrhosis of the liver, and one of the leading causes of death in the United States. PH is a result of the altered hemodynamics (blood flow) in the liver. Some consequences of PH are an enlarged spleen, ascites (fluid accumulation in the abdomen), and varices (dilation of intra-abdominal veins that can lead to bleeding and death) [3]. Because of the clinical significance of PH , it is important that noninvasive methods be developed to detect PH early and to monitor its progression with advancing liver disease. There is little available detailed hemodynamic knowledge of the normal liver, and therefore

[^0]departures in physiological hemodynamics that arise from disease are difficult to interpret. Our proposal is based on the hypothesis that a detailed analysis of liver hemodynamics in cirrhosis and PH will lead to a non-invasive methodology for disease monitoring. Currently, no accurate or reliable noninvasive clinical tests are available for this purpose, and liver biopsies are still considered necessary for staging of cirrhosis and monitoring of disease progression.

Previous hemodynamic studies have used a variety of imaging methods, the most common being Doppler ultrasound; see [4], [5], [6]. There has been little use of MRI in hemodynamics studies of the liver to date. Ultrasound is prone to a number of potential measurement errors and is not capable of reproducibly visualizing the entire portal vein and major branches. These characteristics significantly restrict the capability of using Doppler ultrasound for detailed flow modeling in relation to PH. We believe that MRI has the potential to yield a more precise evaluation which in turn should lead to a more reproducible assessment of cirrhosis in the clinical setting.

The present work focuses on the 3D patient-specific modeling of portal veins using MRI images. Image registration is performed on the original data to correct misalignment between MRI scans of each breath-hold when the images are acquired. Voxel classification and active surface techniques are employed to extract and visualize the portal veins. The reconstructed model provides geometric boundary conditions for a CFD simulation of the blood flow. However, the CFD analysis is beyond the scope of this present work. In addition, this study addresses the feasibility of modeling the portal venous system in normal subjects from MRI images as a first step towards non-invasive classification and monitoring of cirrhosis and portal hypertension in patients with chronic liver disease.

The remainder of this note is organized as follows: In Section II, we present our modeling method combining image registration and image segmentation; Section III shows the results of two healthy portal veins as 3D surfaces to demonstrate the potential of our proposed method; Section IV discusses this work and gives possible future directions.

## II. Methodology

## A. Preprocessing and Image Registration

In order to achieve a more accurate result, preprocessing of the original MRI data is necessary, with a special emphasis on image registration. The anatomical position of the liver is strongly affected by respiratory motion, therefore either
respiratory gating or a series of breath-hold scans must be used. If breath-hold scanning is used, a single breath-hold is usually not sufficiently long for the entire volume of interest to be scanned, and in this case, a series of breath-hold scans are performed to acquire adequate data. Although the series of scans are made as continuous as possible, misalignment may occur in two adjacent slices between two series of images. Figure 1(a) shows the effect of misalignment by overlapping two adjacent slices on top of each other. It is obvious that one vessel cross-section becomes two in this image.

To solve this problem, rigid registration is applied to two consecutive image series before image segmentation is performed. We adopted rigid registration for the reason that there is no significant nonlinear deformation presented in the images. Mean squared difference (MSD) is used as the image similarity measure:

$$
\begin{equation*}
M S D=\frac{1}{N} \sum_{i=1}^{N}\left(f\left(p_{i}\right)-g\left(p_{i}\right)\right)^{2} \tag{1}
\end{equation*}
$$

where $f, g$ are the intensities of pixel $p_{i}$ in the two images to be aligned and $N$ is the total number of pixels in each image [7].

A translation $\left(t_{x}, t_{y}\right)$ and a rotation by angle $\theta$ are applied to the second image in order to minimize the MSD between the first image (the last image in the first breath-hold series) and the second image (the first image in the second breathhold series). A gradient decent approach is used to solve for the parameters $\left(t_{x}, t_{y}, \theta\right)$ that minimize MSD. Figure 1(b) shows the result after registration, and the "ghosts" of Figure 1(a) have disappeared.


Fig. 1. Before and after registration. (a) "Ghosts" appear between two overlapping adjacent slices before registration; (b) after registration.

After the registration, another preprocessing step is performed on the aligned data. MRI images usually have larger slice thickness than in-plane pixel spacing, so we linearly interpolate the data in the third direction (z-direction) to create near-isotropic voxels. This helps in generating smoother and more coherent 3D models of the veins.

## B. Bayesian Voxel Classification Using EM

With the series of MRI scans properly aligned and interpolated in the z -direction, image segmentation is conducted
to isolate the portal vein and its connected veins from the images. As opposed to the 2D registration, image segmentation is done in a 3D manner.

Given the intensity distributions of the MR images, we first perform a 3D voxel classification on the data. With the assumption that blood-filled regions exhibit higher intensities and the background exhibits lower intensities, we label each voxel with either "blood" or "background" by comparing the probability of a certain voxel belonging to blood or background. If the voxel has a higher probability of belonging to the blood, we label it as a blood voxel, otherwise we label it as a background voxel. In order to obtain the probabilities, we use the Bayes' rule [8], [9]:

$$
\begin{equation*}
\operatorname{Pr}\left(\mathbf{x} \in c_{k} \mid V(\mathbf{x})=v\right)=\frac{\operatorname{Pr}\left(V(\mathbf{x})=v \mid \mathbf{x} \in c_{k}\right) \operatorname{Pr}\left(\mathbf{x} \in c_{k}\right)}{\sum_{\gamma} \operatorname{Pr}(V(\mathbf{x})=v \mid \mathbf{x} \in \gamma) \operatorname{Pr}(\mathbf{x} \in \gamma)} \tag{2}
\end{equation*}
$$

which means that given the probability density function $p\left(V(\mathbf{x}) \mid c_{k}\right)$ of each class $c_{k}$ (blood or background) and the prior probability $\operatorname{Pr}\left(\mathbf{x} \in c_{k}\right)$ of each class, posterior probabilities can be calculated via the Bayes' rule (2) to give the probabilities of a single voxel at position $\mathbf{x}=(x, y, z)$ belonging to different classes. $V(\mathbf{x})$ is the intensity of voxel $\mathbf{x}$, and $v$ is any possible value within the range of the intensity in the images.

To determine the probability density functions for both blood and background, we analyze the histogram of the images using the expectation maximization (EM) method [10]. We assume that the histogram is a mixture of Gaussian functions (which is consistent with the noise model of MRI), and by using EM we learn the mean $\left(\mu_{c}\right)$, standard deviation $\left(\sigma_{c}\right)$ and the weight $\left(w_{c}\right)$ of each class. A $k$-means clustering of down-sampled voxels within the volume of interest is performed to initialize the EM process. Then the probability density function can be approximated using Gaussian functions with the learned mean and standard deviation in each class, which implies that the likelihood of a particular voxel having a certain intensity value $v$ given that it is in class $c \in$ \{blood, background \} is:

$$
\begin{equation*}
\operatorname{Pr}(V(\mathbf{x})=v \mid \mathbf{x} \in c)=\frac{1}{\sqrt{2 \pi} \sigma_{c}} \exp \left(-\frac{\left(v-\mu_{c}\right)^{2}}{2 \sigma_{c}^{2}}\right) \tag{3}
\end{equation*}
$$

The prior probability $\operatorname{Pr}(\mathbf{x} \in c)$ that a particular voxel belongs to a certain class (blood or background) is determined by the weights $w_{c}$ learned through EM.

The voxels can then be labeled according to the maximum a posteriori (MAP) rule:

$$
\begin{equation*}
C(\mathbf{x})=\arg \max _{c \in\{\text { blood,background }\}} \operatorname{Pr}^{*}(\mathbf{x} \in c \mid V(\mathbf{x})=v) \tag{4}
\end{equation*}
$$

where $C(\mathbf{x})$ is the class that voxel $\mathbf{x}$ belongs to, and $P r^{*}$ is a smoothed version of the posterior probability obtained using the anisotropic smoothing [11] described by the following affine invariant flow:

$$
\begin{equation*}
\frac{\partial P r}{\partial t}=\operatorname{sign}(H) \kappa_{+}^{1 / 4} \vec{N} \tag{5}
\end{equation*}
$$

where $H$ and $\kappa$ are the mean curvature and Gaussian curvature of $\operatorname{Pr}$, and $\kappa_{+}:=\max \{\kappa, 0\} . \vec{N}$ is the inward unit normal. Details about the justification of this "knowledgebased" segmentation method may be found in [8], [9].

Figure 2 shows two images overlaid with the voxel labeling result. The blood regions are shown as white, while other regions are the same as in the original images. All possible blood-filled regions are labeled as white in these images, including the portal vein and other blood vessels inside the volume. Note that the voxel labeling is performed in 3D and the 2 D slices are only shown to demonstrate the result.


Fig. 2. Voxel labeling result. White regions are blood-filled regions. (a) Slice \#10 of the 3D data; (b) Slice \#19.

## C. Isolating Portal Veins Using Active Surfaces

The results obtained through voxel labeling identify all high intensity regions as blood-filled regions. These regions, however, contain several other vessels in addition to the object of interest, i.e., the portal vein. Thus a further step is needed to extract and isolate the portal vein and its connected veins from the voxel labeling results.

We extract the portal vein by expanding a balloon from the interior of the vessel via the use of a certain active surface model which extends the approach of [12], [13] and is implemented by level sets [14], [15]:

$$
\begin{equation*}
\frac{\partial \psi}{\partial t}=g(\nabla I)(H+c)\|\nabla \psi\|+\nabla \psi \cdot \nabla g(\nabla I) . \tag{6}
\end{equation*}
$$

Here $\psi(x, y, z, t)$ is the level set function with its zero level set representing the propagating surface, and $g(\nabla I)$ is a stopping term based on image gradient that slows down the surface evolution when near an edge. Further, $H$ is the mean curvature of the propagating surface (which preserves smoothness), and $c$ is an adaptive propagation term that determines the direction of the evolving surface by evaluating the probability of the voxels residing on the current surface. If the probability is larger for belonging to the blood region, the surface will continue to expand, otherwise it will shrink to capture the boundary of the portal vein.

The balloon expansion process is initialized by placing a small bubble inside the portal vein, and the active surface grows to capture the veins of interest while leaving out other high intensity regions. The resulting surface is smooth due to the curvature term and gives sub-voxel resolution by
obtaining the zero level set of $\psi$. Figure 3 shows four slices including the two slices shown in Figure 2, but only the portal vein in the center of the images is captured (with a white contour around it).


Fig. 3. Segmentation results shown in 2D: original images overlaid with contours. (a) Slice \#10; (b) Slice \#19; (c) Slice \#27; (d) Slice \#33.

## III. Results

In this section we present the 3D results obtained using our modeling method. The MRI data were acquired using the Philips 1.5T Intera system equipped with a 4-element body phased array coil on two healthy volunteers without liver problems. Both subjects were imaged using balanced fast field echo (BFFE) scans, with a field of view of 300 mm (subject \#1) and 330 mm (subject \#2), matrix reconstructed size to 256 , slice thickness and spacing of 3 mm , and in-plane resolution of $1 \mathrm{~mm} \times 1 \mathrm{~mm}$. The first subject was respiratory gated and the second one was a series of breath-hold scans, which required image registration to align the series.

Figure 4 shows the two reconstructed surfaces with the veins of interest labeled: portal vein (PV), right portal vein (RPV), left portal vein (LPV), splenic vein (SV) and superior mesenteric vein (SMV).

## IV. Discussion and Conclusions

In this note, we presented an approach that allows the construction of 3D patient-specific models of portal veins using MRI images to provide geometric boundary conditions for CFD blood flow simulations. Image registration and segmentation methods are developed to effectively register misaligned MRI data and automatically extract the portal veins. The proposed method was tested on two healthy


Fig. 4. 3D surface rendering of two reconstructed models of the portal vein and its connected veins. PV: Portal Vein, RPV: Right Portal Vein, LPV: Left Portal Vein, SV: Splenic Vein, SMV: Superior Mesenteric Vein.
subjects with the portal vein and its connected veins successfully modeled. The 3D segmentation approach that utilizes the active surface models brings natural smoothness to the results. A preliminary validation was conducted by inviting a radiologist to identify the segmented vein branches, and quantitative validations will be further carried out by comparing the machine segmentation results with manual segmentations provided by medical experts.

Geometric models provide only partial boundary conditions for CFD simulations. Beside the geometry, inlet and outlet velocity boundary conditions should also be provided. We acquire these by using phase contrast (PC)-MRI during the same imaging session of the geometry scan using the same MRI scanner. Dynamic velocity profiles at interested cross-sections of the veins can then be obtained from the PC-MRI data.

Finally, for a comparative analysis and further study, patients with portal hypertension will also be imaged using MRI, from which 3D models will be built for our CFD simulations.
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